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ABSTRACT:To elucidate how the protein�ligand dock-
ing structure affects electronic interactions in the elec-
tron-transfer process, we have analyzed time-resolved
electron paramagnetic resonance spectra of photoin-
duced charge-separated (CS) states generated by light
excitation of 9,10-anthraquinone-1-sulfonate (AQ1S�)
bound to human serum albumin at a hydrophobic drug-
binding region. The spectra have been explained in terms
of the triplet�triplet electron spin polarization transfer
model to determine both the geometries and the ex-
change couplings of the CS states of AQ1S2�•�histidine-
242 radical cation (H242+•) and AQ1S2�•�tryptophan-
214 radical cation (W214+•). For the CS state of the
former, it has been revealed that, due to the orthogonal
relationship between the singly occupied molecular orbi-
tals of AQ1S2�• and H242+•, the electronic coupling
(5.4 cm�1) is very weak, contributing to the prevention of
energy-wasting charge recombination, even at a contact
edge-to-edge separation.

Analysis of the effect of the molecular geometry on the
electronic interaction between a ligand and its target protein

is crucial to directly understand how protein structures play key
roles in several biological processes.1�12 As an example, in DNA
photolyases, radical pairs (RPs) composed of bound cofactor
radicals and tryptophan radicals are generated upon photoactiva-
tion of the enzymes by photoinduced electron transfer (ET)
through the cofactor�tryptophan electronic interactions.3,6,12,13

Moreover, the protein�ligand structure of the photoinduced
charge-separated (CS) state should be essential in the artificial
design of useful functions for biological solar-energy conversion
and for biophotocatalysis.7,14�17 Many studies have been per-
formed to determine the electronic coupling (VDA) between the
electron donors and acceptors in protein systems.4,5,7�10,18

Using quantum mechanical theories, the effects of molecular
geometry on VDA have been predicted through several med-
iators in terms of the superexchange mechanism.4,9,10,18�20

Despite the importance of understanding the electronic
interactions, no study has experimentally clarified both the
3D structure and the VDA in photoinduced, protein�ligand
CS state systems.

In the present study, we employ human serum albumin (HSA)
as a model protein to elucidate the effect of geometry on VDA in a

protein�ligand system. 9,10-Anthraquinone-1-sulfonate (AQ1S�)
is employed as the ligand.

Since 9,10-anthraquinone disulfonate has been shown to bind to
a hydrophobic site in subdomain IIA, to which an aromatic anion
of the drug warfarin binds,21 AQ1S� is expected to bind to the
same region. We characterized a protein�ligand geometry of the
photoinduced CS state in which charge recombination (CR) is
electronically prohibited, even though a radical cation of histidine
and a radical anion of the ligand are in close proximity at the drug-
binding region. This unique RP state has been revealed using
time-resolved electron paramagnetic resonance (TREPR) mea-
surements at a low temperature. We recently proposed a model
of triplet�triplet electron spin polarization transfer (ESPT) by
which the anisotropic magnetic properties of the excited triplet
states are transferred to the CS states that are detected by
TREPR.22 This model is applied to determine the protein�
ligand docking structure and the VDA in the transient CS states.

Figure 1a shows the TREPR spectrum obtained 1 μs after
depolarized 355 nm laser irradiation of the AQ1S� (3 mM)�
HSA (3 mM) system in frozen aqueous phosphate buffer solu-
tion (pH 7.0) at 100 K. The red spectrum is the sum of the blue
line and the dotted line components in Figure 1d. The blue
spectrum represents the fine structure due to the dipolar inter-
action between the two electron spins.23,24 From the entire width
of this spectrum, |D|≈ 10mT is estimated as the dipolar splitting
constant. By the point-dipole approximation, the distance be-
tween the two spins is calculated to be rSS ≈ 0.65 nm, indicating
that a contact RP state is generated in the protein. The blue
spectrum in Figure 1d is composed of the net E spin polarization
and the E/E/A/A pattern in the fine structure, where A and E
denote microwave absorption and emission, respectively. The
net E effect is explained by the triplet mechanism (TM)25 by
which the electron spin polarization (ESP), characterized by the
population difference between the highest sublevel and the
lowest sublevel in the precursor excited triplet state, is transferred
to the triplet RP state.22 Since the highest triplet sublevel is the
most populated due to the effective S1�T1 intersystem crossing
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(ISC) to the Z sublevel in the 3nπ* configuration of 9,10-
anthraquinone (AQ),26 the net E is explained by a photoreaction
between a residue and the excited triplet state of the bound
AQ1S�.21 The E/E/A/A pattern in the RP state is also the con-
sequence of the ESPT from the precursor triplet state.22,24,27�29

3AQ* is known to exhibit an E/E/E/A/A/A polarization pattern
due to ISC to the Z sublevel.26 Thus, the observation of E/E/A/
A indicates that the direction of the principal Z axis in the RP
state is close to the direction of the Z axis in the excited triplet
state, as detailed in the Supporting Information (SI).

When the excitation laser light polarization (L) is set parallel
to the external magnetic field (B0) in Figure 1b, the inner peak
intensities, indicated by solid arrows, become stronger than the
inner peak intensities in Figure 1a, while the outer peak inten-
sities, indicated by dotted arrows, are almost unchanged. On the
other hand, when L is set perpendicular to B0 in Figure 1c, the
inner peaks become weaker, as shown by the solid arrows. These
laser polarization effects30 imply that the position and orientation
of the RP state are defined with respect to the electronic tran-
sition dipole moment of the ligand in the protein matrix.27 As for
the emissive peak at 336 mT in the center of Figure 1a, the signal
has a broadness of ∼3 mT; the width of the peak is greater in
Figure 1c than in Figure 1b. This laser polarization effect shows
that the line shape of the minor center peak also originates from
the dipolar interaction (|D| = 1.7 mT) of a RP with rSS≈ 1.2 nm,
generated by the photoreaction between another residue and the
triplet AQ1S� bound in the protein. From an X-ray structure of a
HSA�warfarin complex (PDB code 2BXD31), shown in Figure 2,
one can see that a histidine (H242) and a tryptophan (W214)
are located near the aromatic anion molecule of warfarin. These
residues can be energetically oxidized by 3AQ1S�* to generate
the CS states.32,33 (See SI for details of the energetics.) The
center-to-center distances obtained from the X-ray data are 0.63
and 1.22 nm for warfarin�H242 and for warfarin�W214, re-
spectively, indicated by the red and blue arrows in Figure 2.31

These distances are compatible with the rSS values estimated above.

It is therefore concluded that AQ1S� is bound to the war-
farin-binding region to generate the photoinduced CS states of
AQ1S2�•�H242+• and AQ1S2�•�W214+•. The two different
CS species originate from the excited states of AQ1S� located in
the same area in the protein matrix. Based on the signal intensities,
the two CS states are generated with roughly equal populations,
indicating that the CS rate constants are of the same order of
magnitude. This result is reasonably explained by the ET theory
using the appropriate VDA values (vide infra) and the driving forces,
as detailed in the SI.

To analyze the geometries and exchange couplings (2J) of the
RP states, we applied the ESPTmodel recently developed for the
spin-correlated RP (SCRP) generated by the triplet-precursor
reaction.22 In the SCRP levels, we considered the anisotropic hyperfine
couplings and g-tensors in the RP states of AQ1S2�•�H242+•

and AQ1S2�•�W214+•. We also considered the magnetopho-
toselection effects30 by which the B0 directions in the precursor
triplet states and the RP states are distributed with respect to the
electronic transition dipole moment of AQ1S�. (See SI for the
theory and details of the EPR parameters employed.) To calculate
spin polarization via the ESPT in the presence of an external
magnetic field, the sublevel populations are first calculated for the
excited triplet AQ1S� using the dipolar splitting parameters35

DT = �237 mT and ET = 5.3 mT, taking into account the 3nπ*
configuration reported for AQ in a nonpolar matrix.26 Sublevel-
selecting ratios for the S1�T1 ISC are considered to be pX = pY =
0 and pZ = 1 for the TX, TY, and TZ levels, respectively, due to
the spin�orbit coupling between 1ππ* and 3nπ*.35 D = �10.4
and �1.7 mT are employed for AQ1S2�•�H242+• and for
AQ1S2�•�W214+•, respectively, with E = 0.0 mT, where E is
the dipolar coupling parameter corresponding to the spin-
density distribution difference between the X0 and Y0 directions,
both of which are perpendicular to the principal Z0 axis.35 The Z0
axes of the dipolar interactions in the CS states are represented by
the red and blue arrows in Figure 3a, using the polar angles (θ,ϕ)
with respect to the principal axes (X, Y, and Z) of the dipolar
interaction of the 3nπ* state in AQ1S�. In the ESPT calculation,
we apply the slow reaction model so that the oscillatory coherence
terms in the excited triplet state are not transferred to the CS
state.22 This is because the net TM effect is generated by the
effective averaging of triplet coherences while the CS reaction
proceeds.22 As reported previously, we consider that the CS state
undergoes S�T0 mixing to create the spin-correlated RP
levels11,36,37 by interactions of J, D, and the hyperfine couplings
in the RP state.22

The calculated laser polarization effects on the TREPR signals
are shown on the right side of Figure 1 for AQ1S2�•�H242+•

(blue lines) andAQ1S2�•�W214+• (dotted lines). The red spectra,

Figure 1. (Left) TREPR spectra (black lines) of the AQ1S��HSA
system obtained 1 μs after 355 nm laser excitation at 100 K using (a)
depolarized light, (b) light L parallel to the external magnetic field B0,
and (c) L perpendicular to B0. (Right) Computed TREPR spectra of the
photoinduced CS states composed of AQ1S2�• and His+• (blue solid
lines) and of AQ1S2�• and Trp+• (dotted lines), considering (d) depola-
rized light, (e) L parallel to B0, and (f) L perpendicular to B0. The red
spectra superimposed on the experimental data on the left are obtained
by summing the corresponding blue solid lines and the dotted lines from
the right.

Figure 2. X-ray structure of a warfarin�HSA complex at the binding
region, obtained from PDB entry 2BXD. The positions and orientations
of W214 and H242 are shown with respect to the axes set in warfarin.
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obtained by summing the corresponding blue and dotted lines,
well reproduce the experiments in Figure 1. The angle parameters of
the CS states are (θ,ϕ) = (8�,�9�) for AQ1S2�•�H242+• and
(54�,�65�) for AQ1S2�•�W214+•. Moreover, the transition
dipole moment (M) upon 355 nm excitation in AQ1S� is deter-
mined to be δ = 51�whenM is set to lie in the YZ plane, as shown
by a green arrow in Figure 3. δ = 51� is consistent with the singlet
π�π* transition of AQ1S� around 355 nm, as estimated by time-
dependent density functional theory molecular orbital calcula-
tions. (See the SI.) The molecular geometries in Figure 2 are
coincident with the X-ray structure of the HSA�warfarin com-
plex; when we set the Z axis parallel to the C�O direction and
the X axis perpendicular to the aromatic plane of warfarin, as
shown in Figure 2, (θ,ϕ) = (19�,0�) for warfarin�H242 and
(52�,�61�) for warfarin�W214 are obtained from 2BXD31 and
are sufficiently close to the geometries determined in the present
systems. Inclusion of the positive exchange couplings (2J) as the
S�T energy gaps in the SCRPs is essential to fully reproduce the
spectra. 2J = 4.1 and 0.2 mT have been determined for the
contact CS state (AQ1S2�•�H242+•) and for the distant CS
state (AQ1S2�•�W214+•), respectively. The positive 2J values
are explained by the CT interaction (JCT), as has been reported in
numerous CS systems.28,38�41 According to the model of JCT,
the exchange coupling is approximated as 2JCT = |V|2/ΔECR,
where |V| and ΔECR are the electronic coupling matrix element
and the vertical energy gap for the CR, respectively.24,39 Thus, in
the CS state of AQ1S2�•�H242+•, |V| = 5.4 cm�1 is determined
from 2J= 4.1mT and fromΔECR = 1.0 eV, as detailed in the SI. In
bacterial photosynthetic reaction centers,20,42,43 stronger couplings
of |VDA|≈ 60 cm�1 are known for ET from the bacteriochloro-
phyll (BChl) radical anion to bacteriopheophytin (BPheo) at
edge-to-edge distances (ree) of 0.30 nm between the methyl
group of BPheo and BChl, as shown by a dashed line in Figure 4a,
while ree = 0.30 nm as well for warfarin�H242 in Figure 2. In
the BChl�BPheo systems, SAC-CI theoretical studies18,20 sug-
gested that electronic interactions between the π-systems and
methyl groups have an important effect on the ETs; the direct
orbital overlap between the SOMOof the BChl radical anion and
the C�H σ*-orbital in the methyl group in Figure 4a contributes
significantly to |V|, since the σ*-orbitals in BPheo are allowed
to possess a certain electron density in the LUMO level by

hyperconjugation18 with the π-system of BPheo in Rhodobacter
sphaeroides. On the other hand, in the present system, such a
hyperconjugation effect will not occur since there is no methyl
group to directly mediate the electronic coupling in the RP state,
as shown in Figure 3. Also, since the warfarin-binding region is
known to be hydrophobic44 in Figure 2, no water molecules are
expected to participate in mediating the electronic coupling of
the contact CS state.9 The substantially weaker electronic coupling,
even at the contact distance in AQ1S2�•�H242+•, thus strongly
indicates that direct overlap between active SOMOs is highly
inhibited by the orthogonal relationship between the π-orbitals,
as shown in Figure 4b. This orthogonal orbital conformation is
strongly supported by the dipolar coupling parameter of E =
0.0 mT employed for simulations of the contact RP state in
Figure 1.29 E = 0 implies that there is no difference in the spin-
density distributions between the X0 and Y0 directions perpendi-
cular to the principal Z0 axis, represented by the red arrow in the
CS state in Figure 3. Thus, E = 0.0 mT is well compatible with the
orbital distribution displayed in Figure 4b, since the spin densities
are distributed at the in-plane positions of the aromatic planes in
both AQ1S2�• and in H242+•. The orthogonal relationship is in
line with the structure of the HSA�warfarin complex, since the
aromatic plane of H242 is almost perpendicular to the YZ plane
in warfarin, as revealed by the X-ray structure31 in Figure 2. Also,
themagnitude of |V| = 5.4 cm�1 determined in the present system is
quite close to the computed electronic coupling of <7 cm�1 at the
direct contact region with the orthogonal porphyrin�porphyrin
geometry produced by a protein�protein interaction of bovine
cytochrome b5, as reported by Lin et al.9 The lifetime of the
TREPR signal of AQ1S2�•�H242+• is determined to be 2 μs,
indicating that the CR process is highly prohibited, as detailed in
the SI. The above results are all compatible with the orthogonal
orbital conformation contributing to the weak electronic inter-
action for the CR.24,45

In conclusion, by means of low-temperature TREPR, we have
characterized both the 3D-docking structures and the electronic
coupling of protein�ligand CS states. It has been revealed that,
due to the orthogonal relationship between the SOMOs in the
CS state of AQ1S2�•�H242+•, the magnitude of the electronic

Figure 4. Comparison of the electron-transfer geometries between
(a) BCh�•�BPheo in Rhodobacter sphaeroides (PDB code 1Z9K34)
and (b) the photoinduced CS states of AQ1S2�•�H242+• in Figure 3.
The direct overlap (dashed line) between the π-orbital in BChl and the
C�H σ*-orbital in the methyl group in BPheo contributes to the large
electronic coupling (|VDA|≈ 60 cm�1) for the ET in (a). The unpaired
electronic orbitals are shown on AQ1S2�•�H242+• in (b), representing
the weak electronic coupling (|V| = 5.4 cm�1) for CR due to the ortho-
gonal orbital relationship.

Figure 3. EPR geometries of the photoinduced CS states of AQ1S2�•�
H242+• and AQ1S2�•�W214+•with respect to the molecular axes (X, Y,
and Z) of the spin dipolar interaction of 3AQ1S�*. (θ,ϕ) = (8�,�9�) and
(54�,�65�) are obtained as the directions of the principal axes of Z0 in
AQ1S2�•�H242+• and AQ1S2�•�W214+•, respectively, by the simula-
tions in Figure 1 using the triplet ESPT model. The direction of the
transition dipole moment (M) of AQ1S� is determined to be δ = 51�.
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coupling is <10 cm�1, contributing to the prevention of energy-
wasting charge recombination, even at the contact separation.
Understanding the geometry effects on the electronic interac-
tions between the ligands and their neighboring residues is quite
important in analyzing the pathways for tunneling and transport
of electrons and holes in proteins.7,9,14,15 The present study has
demonstrated that TREPR is a powerful tool to experimentally
elucidate the underlying biological functions for the CSs, thereby
contributing to the development of efficient solar-energy con-
versions and solar-energy storage devices using biological mol-
ecules, including human proteins.
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